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The Reflection of the Lexical Approach in Korean Published Self-study Books for English
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The purpose of this study is to determine what Lexical Approach suggests and how it is reflected in English education in Korea. Especially, self-study books published in Korea were analyzed since they reflect the current trend of English education most sensitively. In the process of the analysis, Korean learners’ mental lexicon, which their linguistic information is organized in, was also dissected.
INTRODUCTION    

     The English language has become a central issue in Korean society in recent years. Most Koreans learn English from elementary school to college and beyond. Despite all their years of investment in learning English, many Koreans still have difficulties engaging in basic communicative exchanges in English (Yang, 2000). Song (2002) finds a possible reason for this lack of success in the structure-focused English instruction in Korea. Oh (1999) claims that Korean learners usually fit the L1 translation equivalents into L2 grammar slots since the learning process of L2 lexical items is extremely limited in the memorization of the translation equivalents. Since their knowledge about language is rather piecemeal and unconnected with all areas of language such as pragmatics, it may be hardly extended to the actual use. As Singleton (2000) claims that the lexicon is far from an unordered mass of information, Korean learners’ mental lexicon, full of the fractional linguistic knowledge based on memorization, does not function for target language in production.

With the realization of the limitation in the structure-based approach which has been used in Korea so far, Lexical Approach as an alternative is recently introduced. Its efficiency both in fluency and accuracy as well as effectiveness in L2 learning is pointed out by many researchers (e.g., Lewis, 1993, 2000; Coady & Huckin, 1997: Nation, 2001). Their main arguments are that learning prefabricated language units (Schmitt, 2000 ; the lexical chunks in Lewis, 2000) alleviates the learners’ burden to learn grammar rules and then to fit words in the grammar slots for each production since the prefabricated items guarantee grammatically accurate, culturally authentic, pragmatically acceptable and native-like fluent utterances. Considering that Korean students are not exposed by the English speaking environment as much as L2 learners living in the target culture, getting authentic language data from chunks is extremely important. As Singleton (1999) views L2 lexical research as a trend towards blurring distinction between lexicon and grammar, this study can be a new trial to turn our eyes from the grammar focus to the inclusive concept of vocabulary learning. 
Lexical entry

Simply knowing L1 equivalent of a word and a set of specific finite grammatical rules do not guarantee the learner to convey the intended meaning successfully in the target language norms. Richards(1976) claims that knowing a word means knowing how often it occurs, the company it keeps, its appropriateness in different situations, its syntactic behavior, its underlying form and derivations, its word associations and its semantic features. Knowing words in this lexicalist view may be inclusive enough to cover any possible problems arising from the incomplete L2 knowledge. 

Lexical entries, the words have, include four kinds of information; the meaning, the syntactic form, the morphological structure and the phonological shape (Clark, 1993). When a lexeme is fired in the lexicon, all the information, whether it is verb or noun (syntactic category), what it means, and how to pronounce it, is automatically disclosed. In addition to this basic information, the lexical entry provides an immense variety of information including the style of speech, specific connotations and collocational usage. Particularly, grammatical information provided in the lexical entry is informative enough to be readily available for actual usage. For example, a verb fired in the lexical entry indicates whether it is transitive, whether it has two arguments, and which roles are carried by the arguments. Clark (1993) also claims that lexical entries may contain from one lexeme to several lexemes or senses since the each lexical item from a word to idiomatic phrases has it own entry in the mental lexicon. Cruse (1986) claims furthermore that the lexical entries are linked internally with each other so that one fired lexeme in an entry can fire another one in another entry promptly as long as they are interconnected.
Semantic relation and field

Lexicon is a series of interconnecting networks (Saeed, 1997) and the semantically related words are linked with a different degree of association and encoded in the mental lexicon (Hofman, 1993). The semantic relations of the lexical items are well explained by Collins and Quillian (1998). Their spreading activation model sees semantic relations as an associated network in which an activated concept spreads electricity to the connected concepts. In the network, the nodes holding the two concepts represent the degree of association between the two, in other words, the shorter connection the nodes are linked with, the closer association the words have. Ratey (2001) notes that the length of distance between the nodes should be metaphorically understood since words do not have to be housed in close physical proximity to be closely connected in the brain. 

Lexical relations are more directly and closely shown between lexemes in the same field. The semantic field can be the particular activity, cultural feature and social institution, moreover, the particular set of lexical items in the semantic field is so closely related that they may be easily drawn for actual usage (Carter, 1987). Banking, for example, builds up a semantic field with specialized, topic-related lexical items such as withdraw, ATM, transfer, and deposit. The fact that words are grouped into lexical sets in the field and they are semantically related in the lexicon demonstrates the structure of the lexicon.

Lexical Connection and Collocation 


As discussed, knowing the semantic relations facilitates the understanding of the comprehensive meaning and aids the word form to be promptly recalled. Furthermore, it plays an important role in collocation (the term collocation will be used as a general and inclusive term in this section) in that words with strong semantic relations habitually ‘keep company' with certain other words (Singleton, 2000). Since the collocational range is differently restricted to individual lexical item, even synonyms with idiosyncratic collocational preference, may not be substituted for certain cases (Clark, 1998). This lexical connection, considered lexical collocation, was developed in greater depth by Firth (1957) who sees collocations as a part of word meaning. His explanation goes further than co-occurrence in the same lexical field, led to meaning inclusion. He exemplified that blow is originally part of the meaning of the word wind and thus people tend to draw one word with the connection to the other from their lexicon.


For language learners to achieve full control of collocations and prefabricated items, the associative networks need to be sufficiently developed in their second language lexicon. In the case of Korean learners of English, however, their L2 lexical entries do not have well-developed associative links and thus suitable collocates often fail to be triggered. Their lack of L2 collocational stock often induces their L1 collocation to be referred as a resource as in strong drinker (for heavy drinker) or eye shopping (for window shopping).
Collocation and idiomaticity 

Linking between two items of a collocation is not equally strong and the words in the collocational relationships undergo fossilization process based on the degree of the fixedness (Lewis, 2000). Aitchison (1987) claims that the chunks can be words to whole sentences and their frequent retrieval enforces the fixedness. Native-like fluency results from preconstructed and ready-made multi-word expressions, retrieved just like a single item in their memory, rather than adding up all the individual constituents based on the rules, (Pawley & Syder, 1983; Lewis, 1993, 2000 ; Singleton, 2000).

Some of the chunks allow no grammatical or lexical changes and the wholistic meaning is not deducible from its component parts (Schmitt & McCarthy, 1997). This highly fossilized and lexicalised collocation is called an idiom. Idioms are highly restricted and different from their meanings in more neutral contexts (Cruse, 1986). The fundamental difference between idiom and collocation (narrowed term here) is in its fixedness and semantic opacity. Pure idioms are the most fixed, invariant and semantically opaque without any literal meaning left, while open collocations are freely combinable and have its literal interpretation (Lewis, 2000).


The concept of idiomaticity needs to be delicately dealt in terms of 'idiom' and 'idiomatic'. While an idiom is a particular kind of lexical item in which the meaning of the whole is not immediately apparent from the meanings of the constituent parts, idiomatic use emphasizes an appropriate language usage for a given context (Lewis, 2000). The idiomatic use may go beyond the literal level up to the metaphorical sense and, moreover, prevents the learners from producing grammatically accurate but unnatural sentences (Nation, 2001).  

Lexical Processing
     As discussed, the advantage of the use of preconstructed expressions can be explained in terms of economizing role of chunking. Carter (1998) explains this, claiming that the language users can economize an effort on building up every piece for structuring expressions or phrases from the scratch every time by using the preconstructed expressions. In addition to the processing time savings for rapid language production, the use of chunks is beneficial for the L2 learners whose production is not native-like fluent but grammatically correct (Nation, 2001). Learning linguistic knowledge for the language usage from the preconstructed chunks is significantly effective to the L2 learners since they encounter similar situations they can use the chunks in similar ways in real life (Singleton, 2000).  

     The probable concern that the storage room for lexical units may not be enough for the preconstructed chunks or expressions can be abated by following explanation.  

     The brain has 100 trillion connections joining billions of neurons and

     each junction has the potential to be part of a memory. So the

     memory capacity of a human brain is effectively infinite. 

     (Carter, 1998, p. 175)

There is no point in worrying about the capacity of storage in the lexicon since it can never be over-flooded. Ratey (2001) also claims that the human brain has a capacity equal to that of the universe itself.

     When certain inputs are sufficiently received, they are stored as lexical units in the lexicon. Cruse (1986) claims that recognition of one word can be affected by other associated words, in other words, one word primes recognition of semantically related the other. Meyer & Schvaneveldt’s (1971) finding supports this; response time to a second word, which is semantically related to the first word, is faster than the unrelated word. For instance, the word dog primes seeing eye dog but can hardly prime hot-dog in that the priming is based on its meaning rather than orthographic morphemes. In addition to the semantic association, frequency also affects the priming time. Hatch & Brown (1995, also see Rubensein, Garfield & Millikan, 1970) explain this frequency effect, claiming that frequently recognized words show preeminent rapidity for actual use in the mental lexicon. 

There have been a lot of models for explaining lexical processing. Among those, most pervasive and currently recognized models are mainly the indirect model and the direct model.    In the indirect model, Singleton (2000) describes the processing of lexical knowledge as looking up a word in a dictionary or finding a book in a library. In Forster’s (1976) the Serial Search Model (Autonomous Search Model), he considers the access of a lexical item as a process of two sets. First, according to its reception such as listening or reading, 'access file' starts its phonological, orthographic or grammatical /semantic search. The second step is drawing its full meaning, grammatical class and connections between the items from its master file. The location can be determined from the lexical entries in the access files and the determination of location can be accessed only one at a time. This causes two serial steps to be required and also processing to be more complicated.  


In contrast to the indirect model, the direct model (Parallel Access Model) needs a one-stage process. All lexical items, even long idiomatic expressions, are stored by a name to be accessed. A number of potential candidates are activated simultaneously and the stored word with the most features wins (Gleason & Ratner, 1998). There are representative models of this type as follows. In the logogen model proposed by the psycholinguist Morton (1979), each morpheme has its own "logogen" and each logogen has an individual threshold. Words are activated in parallel to a certain threshold and the fittest one is recognized. This model does not focus on the entries' location like Forster's serial search model. The logogens receive perceptual, semantic and contextual probabilities from the cognitive system and then the response buffer is responsible for generating spoken or written production. When one logogen among other logogens reaches a sufficient level of excitation, it fires so that the appropriate word can be selected (Singleton, 2000). Another parallel access model is the cohort model proposed by William Marslen Wilson. He insists that all the detectors for the words are activated by input from a spoken word and the following sequence of sounds is found based on the first sounds (Singleton, 2000). The more sounds are received, the more candidates are eliminated until one remains. This cohort model is narrowed to auditory word recognition, which makes it different from the logogen model (Aitchison, 1987).

     Those different types of models have different foci and explanations for semantic priming and frequency effects. Forster's model is a space analogy of lexical access and Morton's logogen is a more electrical analogy. In spite of its similarity to the logogen model, the cohort model puts stress on auditorial recognition. While serial processing models leave the shortcoming explanation of intermodal semantic priming, the logogen model successfully accounts for semantic priming by allowing activation from one logogen to spread to related ones. In the explanation of the frequency effects, Forster's model attributes the prompt access of high-frequency words to their location on the top of the lexical bins, while the logogen model explains that the lowered threshold due to the frequently use lessens the activation to fire. In sum, the logogen model provides a good explanation for lexical processing especially in that it does not require serial steps.  
Lexical Approach in L2 Perspectives
     Language has traditionally been divided into grammar and vocabulary (Coady & Huckin, 1997). Grammar, indeed, has been considered the center of language teaching and acquisition.  Recently there has been increasing recognition of lexis by many researchers. Even Krashen, who underestimates the importance of formulas for L2 learners, strongly agrees on the importance of vocabulary in the Natural Approach, saying "Acquisition will not take place without comprehension of vocabulary" (Krashen & Terrell 1983, p.155). In addition, Coady & Huckin (1997) claim to their regret that vocabulary instruction has not been a priority in second language acquisition research or methodology. Furthermore, Cook points out that lexical knowledge covers syntax:


The lexicon is not a separate issue, a list of words and meanings; 


it plays a dynamic and necessary part in the syntax. 


The knowledge of how the Verb like behaves is inseparable from 


the knowledge of syntax... Consequently, many aspects of language 

  
that earlier models dealt with as 'syntax' are now handled as 

    
idiosyncrasies of lexical items (Cook 1988, p.11)

     Lewis (1993) claims that lexical items are central to language use and should be central to language teaching. He sees language based on lexis, claiming that "Language consists of grammaticalised lexis, not lexicalised grammar" (Lewis 1993, p.89). As such, the realization that vocabulary is an important area leads us to question how it affects the second language learner's acquisition and why it is important for the learners to organize their lexicons. 


In the L2 learners’ communication, lexical errors rather than grammatical errors are the most serious factor in the break down of communication (Gass & Selinker, 2001). In lexical knowledge, Ellis (1994) emphasizes chunks as requisite for effective L2 learning to encode and decode the target language. He insists that the development of target-like L2 ability requires the memorization of a large set of formulaic chunks since chunks ensures the essential grammatical structures and collocated items have considerable degrees of frequency and acceptability. Carter (1998) adds that language functions can be automatically learned through the chunks. Nattinger & DeCarrico (1992) also claim that pragmatic competence is determined by a learner's ability to access and adapt prefabricated "chunks" of language. Coady & Huckin (1997) add further weight to the pragmatic competence by pointing out that the lexical items are formulated by socially fixed norms. By the same token, Ellis (1994) psychologically approaches the importance of the lexical knowledge, insisting that learning formulaic chunks reduces the learning burden and maximizes communicative ability by providing 'islands of reliability'. Lewis (2001) also supports this, claiming that increasing the learning of lexical chunks can reduce communicative stress. 
How do L2 learners construct and organize their L2 knowledge?

 
In the one-lexicon view, two linguistic items are tagged corresponding to the languages and associated to a single, common store by a switching mechanism. In terms of the bilingual's cognitive organization, a compound system in which both L1 and L2 units are associated as one conceptual unit is adapted for more simultaneous bilinguals (Hamers & Blanc, 1989).  

     The two lexicon view states that the information acquired in one language is available in the other only through a translation process (Milroy & Muysken, 1995). Coordinate bilinguals have more independent semantic stores and since they are often consecutive bilinguals, their L1 is more fluent than their L2. In the same vein, a neuropsychological linguistic study done by Kim, Relkin, Lee & Hirsch (as cited in Hamers & Blanc, 1989) supports the separate unit view. The study done using a brain-scanning technique discovered that certain linguistic characteristics of adult bilinguals are processed in separate brain sites for the L1 and L2. 


It has been proposed recently that bilinguals have three stores, one conceptual store corresponding to the bilingual's knowledge of the world and two language stores, one for each language (Milroy & Muysken, 1995). Bilinguals are probably using various activation and deactivation procedures to keep their language separate in the monolingual mode and to make them interact in the bilingual mode (Paradis 1980, 1989). Carter (1998) explains the conceptual-lexical hierarchial model which accepts coexisting common and separate processors. In the model, words are stored at a lexical level and semantic features are stored at a conceptual level, linking together in a hierarchial structure.   


These matters of lexicon storage may result from age and context of acquisition (Hamers & Blanc, 1989). For instance, learners who are exposed to both languages as a child in the same context are more likely to have one cognitive representation for two languages. Adult Korean learners of L2 who are hardly exposed to their target language may have more separate lexicon. However, the controversy between the proponents of common-store and separate-store memory is still unresolved. 


In order to understand how Korean learners of English organize lexical knowledge in their mental lexicon, their vocabulary learning needs to be discussed in this regard. For Korean learners of L2 who are consecutive bilinguals with the imbalanced L1 and L2 knowledge and with limited input, implicit and incidental vocabulary learning has its limitation in reality. As Lazar (as cited in Ellis, 1995) underlines that the explicit teaching of underlying metaphoric sets may extend L2 lexical knowledge, Korean learners of English who still believe the word-for-word translation from their L1 will fit in any L2 norms may benefit from explicitly learning the lexical chunks. Carter (1998) also stresses that explicit learning for lexical foundations should effectively lead to implicit vocabulary learning. The explicit presenting of lexical items was analyzed through the currently published books in this study.

ANALYSIS

Subjects 

     This analysis aims to see how lexical units are presented and handled in currently published English books in Korea. Initially, the places for this study material were selected in Seoul and Busan where are the first and second largest cities respectively in Korea. Then Kyobo and Youngpoong bookstores in Seoul and Dongbo and Kyobo bookstores in Busan were selected as the places where the majority of the book users have easy access to the books. The books selected for this study were displayed in the best selling book selection of those book stores. The year of the publication was limited to the past five years so that this study reflects on recent trends in English study. Among them, only self-study books especially for a spoken form of communication were selected since the self-study book reflects most sensitively the latest trend in Korea. This study narrowed to the books written by Korean authors, excluding books imported from foreign publishing companies. Finally, ten books which follow some tenets of the lexical approach were culled through quick research based on presence of the lexical chunks as a major prerequisite. Hereafter, the books will be named A, B, C...J instead of using the real titles for convenience.

     The term 'lexical chunks' as described by Lewis (2000) will be used through this analysis, selected rather than other terms such as prefabricated units (Schmitt, 2000), holophrases (Corder, 1973), prefabricated routine (Bolinger, 1976), and gambits (Keller, 1979). This analysis will define the range of the chunks as only those which fully meet Hickey's conditions (1993); 


1. The utterance is at least two morphemes long

      
2. The utterance is a community-wide formula

       3. The utterance is repeatedly used in the same form

       4. The utterance is an idiosyncratic chunk.


As such, phrases or sentences made up of words strung together anew each time were not counted as lexical chunks. As Hatch & Brown (1995) state, stereotyped utterances like 'how are you', 'good to see you' and 'thank you' was also deemed to be chunks in this regard.

Methodology
     The subjects were analyzed based on what elements they have and how they follow the lexical approach. The analysis proceeded in six procedures. Firstly, the amount of lexical chunks presented in each book was shown. Since there are a considerable number of the phrases or expressions which are far from being lexical chunks in the books, the total number of the phrases or expressions presented in a book does not equal the actual number of lexical chunks. Therefore, the total items presented in each book were initially counted and then the number of the chunks was counted. The number of the chunks counted was solely used for the proceeding steps through this analysis. Secondly, the presented chunks were divided into five categories, which are idiom, idiomatic expressions, constituent block, sentence head and collocation. Three criteria in the following order are used for this categorization: Fixedness and compositionality, degree of semantic opaqueness, and location for the structural insertion (see Figure 1). 

Figure 1. Categorization of the chunks
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The third step shows whether the purpose of the chunks presented in each book is to perform specific language functions or form of language. Some books with specific functions will be marked as (+) and other books with no functions will be described as (-). How the each book organizes lexical items was analyzed in the fourth section. The organization of the books was divided into three; theme-based, context-based and function-based organization. The chapters are counted for the organized units, however, some books with no chapters or divisions was marked 'No organized chapters'. The fifth section shows the linguistic context in which the chunks are embedded. The level of the linguistic context was divided into word list, sentence and paragraph level. The last section shows how one lexical chunk is connected with other chunks in each book. As in the preceding discussion about lexical connection, how well the chunks are presented based on semantic relation should be the key factor to decide whether the books help the users to develop lexical knowledge and construct their mental lexicon or not.
Results


The table below shows the amount of chunks used in each book. All the phrases (or sentences) in each book were counted for total number. Then the genuine chunks were selected and counted after culling out the syntactic strings of words.
Table 1. The amount of chunks presented in each book
	Book
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J

	CUNKS
	289
	287
	29
	74
	95
	128
	201
	81
	559
	480

	TOTAL
	548
	509
	30
	140
	100
	170
	291
	228
	889
	745

	(%)
	51.8
	57.1
	98.7
	52.9
	95.0
	75.9
	87.0
	35.5
	82.8
	84.4


Book C, with 29 lexical chunks out of 30 total units, records the highest percentage. Book H , the lowest record, presents only 35.5% chunks with a lot of syntactic strings. The bar graph below illustrates an at-a-glance representation of this result.

Figure 2. The amount of chunks presented in each book
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The total number of chunks from table 1 above was used for the categorization of the chunks in this section. Among five categories, abbreviations are used for convenience: CB (constituent block), SH (sentence head). 
Table 2. Types of chunks

	BOOK
	IDIOM
	IDIOMATIC
	CB
	SH
	COLLOCATION
	TOTAL

	A
	14.8 %
	41.0%
	24.0%
	12.7%
	7.4%
	100%

	B
	10.5%
	62.0%
	14.6%
	2.8%
	10.1%
	100%

	C
	0%
	0%
	0%
	100%
	0%
	100%

	D
	0%
	0%
	29.7%
	70.3%
	0%
	100%

	E
	18.9%
	74.7%
	3.2%
	0%
	3.2%
	100%

	F
	2.3%
	8.6%
	17.2%
	69.5%
	2.3%
	100%

	G
	0%
	3.5%
	9.0%
	81.6%
	6.0%
	100%

	H
	2.5%
	22.2%
	32.1%
	37.0%
	6.3%
	100%

	I
	7.2%
	84.8%
	5.6%
	0%
	2.4%
	100%

	J
	6.3%
	35.0%
	49.6%
	8.3%
	0.8%
	100%


As Table 2 demonstrates, Sentence heads (SH) was the most widely used among the types of the chunks in five books; book C (100%), book D (70.3%), book F (69.5%), and book H (37.0%). Especially Book C introduces sentence head exclusively. Secondly, emphasis on idiomatic expressions was found in four books; book A (41%), book B (62%), book E (74.7%), book I (84.8%). It is distinctively noted that half of the books (book C, D, E, G, I) do not introduce certain types of chunks at all. Figure 3 below illustrates the total amount of the different types of chunks presented in the ten books.
Figure 3. Types of chunks presented in the ten books
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This 3rd section reveals the purpose of the chunks as shown in table 3. Some books which have some functional aspects are marked as functional (+), while others with syntactic purpose are marked as form (+).

Table 3. Purpose of the chunks

	BOOK
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J

	FUNCTION
	+
	+
	-
	-
	+
	-
	-
	+
	+
	+

	FORM
	-
	-
	+
	+
	-
	+
	+
	-
	-
	-


     Books A, B, E, H, I, and J present the lexical chunks based on the language function such as suggesting or apologizing. Although it is less than half, the other four books C, D, F, and G use the chunks to explain grammatical rules rather than language use. 


Table 4 indicates how the books are organized. Since each chapter is used as a unit to assess its organization, 'No organized chapters' is marked for Book B and book F which are composed of a big lump of raw material without any kinds of division. Although books C, D, G, and J seem to have chapter-like divisions, they are rather close to a bunch of related lists. Since these books are not organized based on any of the three criteria, 'No apparent organization' is marked on them. As can be seen Table 4, themes are dominantly used in most books, and especially book E and book I are exclusively organized by theme. 

Table 4. Organization of the books

	ORGANIZATION
	THEME BASED
	CONTEXT BASED
	FUNCTION BASED
	NO APPARENT ORGANIZATION
	TOTAL CHAPTERS

	A
	25 (55.6%)
	4(8.9%)
	15(33.3%)
	1(2.2%)
	45(100%)

	B
	NO ORGANIZED CHAPTERS

	C
	0(0%)
	0(0%)
	0(0%)
	30(100%)
	30(100%)

	D
	0(0%)
	0(0%)
	0(0%)
	7(100%)
	7(100%)

	E
	10(100%)
	0(0%)
	0(0%)
	0(0%)
	10(100%)

	F
	NO ORGANIZED CHAPTERS

	G
	0(0%)
	0(0%)
	0(0%)
	6(100%)
	6(100%)

	H
	4(26.7%)
	3(20.0%)
	0(0%)
	8(53.3%)
	15(100%)

	I
	23(95.8%)
	0(0%)
	0(0%)
	1(4.2%)
	24(100%)

	J
	0(0%)
	0(0%)
	0(0%)
	10(100%)
	10(100%)



Table 5 indicates how the lexical chunks are embedded in the linguistic contexts. The linguistic contexts are divided into word list level, sentence level, and paragraph level. 
Table 5. Linguistic context

	BOOK
	WORD LIST
	SENTENCE
	PARAGRAPH
	TOTAL (No.)

	A
	0%
	0%
	100%
	100%(283)

	B
	0%
	100%
	0%
	100%(287)

	C
	0%
	100%
	0%
	100%(30)

	D
	0%
	100%
	0%
	100%(74)

	E
	0%
	0%
	100%
	100%(95)

	F
	0%
	0%
	100%
	100%(128)

	G
	0%
	49.8%
	50.2%
	100%(201)

	H
	0%
	0%
	100%
	100%(81)

	I
	0%
	100%
	0%
	100%(553)

	J
	0%
	0%
	100% 
	100% (480)


It may be positively interpreted that no books present the lexical items on the word list level. Book A, E,F, H, and J approach the explanation of the lexical items above a sentence level. However it leaves to be desired that the paragraph-like context presented in the books still looms insufficient for learners to understand contextual meaning of the lexical chunks.

     This is the last section of the analysis, which goes deeper into organization. As already discussed, all the lexical items are related one another with a different degree of connection. Table 6 below indicates how the lexical chunks are connected and related with other chunks presented in the books. Connections among the lexical chunks are marked by (+),(-),(+/_) as follows.

Table 6. Connections of the presented chunks

	BOOK
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J

	CONNECTION
	+
	+
	+/-
	-
	-
	-
	-
	-
	+/-
	+


Books A, B, and J try connecting the chunks based on their meaning. They introduce one chunk and then expand it according to its semantic relations. Books C and I are marked as +/-, since some of the chunks are semantically expanded and at the same time the other chunks are presented with semantically irrelevant items. Consequently, it is revealed that 50% of the books are composed of randomly collected items with no particular connection, which may impede the learners to develop lexical knowledge based on semantic correlations.
INTERPRETATION 

 
It should be taken into the account that blurred borders exist between different categories of the chunks. Many researchers (see Pawley & Snyder, 1983; Lakoff, 1987) claim the difficulty to distinguish sharp boundaries in analysis of the categories of chunks. "Complex lexical units are notoriously difficult to classify" (Coady & Huckin 1997, p.160). Furthermore, Nattinger & DeCarrico (1992) suggest that the variability be viewed as a continuum and the degree instead of the kind be considered. In other words, categorization of the lexical chunks should be understood as a difference of degree on a continuum rather than measured on a mathematical scale. 

The amount of chunks presented in the books

     The result of the analysis reveals that not all the phrases (or sentences) presented in the books are proven to be lexical chunks in that some of the sentences, although grammatically well-combined, are mostly far from being 'native-like' (Nation, 2001). This caused the number of the phrases or sentences presented in the books to be different from the number of the lexical chunks.
Types of chunks


Categorization of chunks into five kinds was based on both semantic and syntactic perspectives. Following Ellis’(1997) models, the degree of compositionality and the irreducibility of the semantic building-block were considered in the first step. For the precise classification, Wray's (2002) concept of both variability and continuity are considered as well as Moon's (1997) idea about institutionalization. At one end of this continuum we have free collocation, and at the other end an unbreakable set. Those unbreakable items are so tight that the unit cannot be broken up into its elements in normal ways and create a different meaning (Hatch & Brown, 1995). Based on Ellis’(1997) idea, 'pure idiom' allows almost no variation in order to protect the meaning from the normal pressures of language change. Wood (1986) also defines 'true idiom' to be wholly non-compositional in meaning and non-productive in form. In that sense, the chunk on the other hand (adopted from book H) is an idiom because it does not show variations such as on another hand or on a different hand. On the other hand, collocation has slots for open class items, allowing relatively considerable variation. Consequently, idioms show the lowest variability and collocations are the most fluid and there are many other types of chunks between these two opposite polars, permitting a different degree of variation (Nation, 2001).


Semantic opaqueness was taken as a further criterion, following Ferando & Flavell (1981)'s four scales; 'opaque', 'semi-opaque', 'semi-transparent', 'transparent'. The chunks with certain degree of 'opaqueness' were classified either idioms or idiomatic expressions, while the chunks with 'transparent' meaning were divided into constituent blocks, sentence heads and collocations. 

These were further subdivided in the last step based on syntactic well-formedness. Discontinous strings of lexical items have slots into which a word or phrase can be inserted in order to complete a sentence (Wray, 2002). In this analysis, chunks are categorized into collocation, sentence head based on this discontinuity. If the location of the available slot for insertion is restricted only to the back of the chunks, they were categorized to sentence head, while collocations allow more flexible slot. 

According to Mona Baker (1992)'s five conditions for idioms, only chunks with no adding, deleting, or replacing a word and no changing of the order or its grammatical structure are accepted as idioms. Nonproductive phrases such as by and large and for good (adopted from book B) were considered as idioms based on Wood's (1986) definition mentioned above. As Jespersen (1976) views that proverbs only differ from idioms in terms of shared cultural wisdom, they were also included as idioms. Cultural wisdom was not included to differentiate idioms and proverbs because this analysis mainly focuses on semantic opagueness and grammatical fossilization according to Nation's (2001) definition for idioms. As Brown and Attardo (2000) deem some phrasal verbs as idioms, the phrasal verbs hardly derived by the sum of the parts were also counted as idioms.
     Idiomatic expressions were considered based on metaphorical extension, which its metaphorically extended meaning can usually be interpreted. According to Ellis (1997), similes such as white as a sheet (from book I) were categorized as idiomatic expressions since the metaphor works on the sequence as a whole. In addition to the metaphorical view, idiomatic expressions allow syntactic variations to certain degree. The chunks such as the beans were spilled are also put into idiomatic expressions rather than idiom since its passive form is possible, while idiom usually loose its meaning in case of passivization.

   Constituent Blocks have some semantic transparency but their sequencing is quite frozen. A binomial is a lexical item which conventionally occurs and is fixed in only one order. back and fourth is a good example in that forth and back would not be wrong semantically but sound awkward because the constituent bock has been institutionalized and deviation would not be expected (Schmitt, 2000). In light of Schmitt (2000)’s finding that the blocks often do not follow grammar rules, an example long time no see (from book J) was included into constituent block since it shows its syntactical frozenness with the transparent meaning. Discourse markers such as as a matter of fact were also considered as constituent blocks in that they usually function as a whole fixed unit with the comprehensible meaning.

     Sentence Heads such as Do you mind if___, I don't know how to___ and How come___? are not syntactically fully formed since they allow some degree of variation and their surface meanings can be readily decoded. The slot for the possible filler, however, is rather restrained.  

     Collocation is much more fluid than the other four categories in terms of fixedness. Most of them can be constructed by the open choice principle. The only restriction is grammaticalness (Sinclair, 1987). Nation (2001) claims that collocates have different mutual expectancy. While some collocates only occur together and rarely occur without each other, others consist of one or two items which can also occur with a range of other collocations For example, in last Friday (adopted from book A), last allows only time-related word substitutions, while Friday can have relatively free collocates. 

The purpose of the chunks

Based on the purpose of the chunks, six books (books A, B, E, H, I, and J) present functional aspects of the chunks for its actual usage and the other four (book C, D, F, G) manipulate the chunks to explain the syntactic form itself.


As Wray's (2002) claims that conventionalized forms offer social support to deal with situations, the books, presenting pragmatic functions and communication situations, were marked as functional(+). For a more detailed interpretation, Nattinger and DeCarrico’s (1992) three functional categories were adopted. The first is social interactions such as greeting and apologizing, which are generally presented in most books. The second criterion, necessary topic, was mainly discussed in book E. Most books, marked as function (+), present the third criterion, discourse devices, in slightly different degree.

     Forms are distinctively outstanding in the books D, F, and G. This was easily predicted by a glance of their titles which contain the word 'structure', 'pattern', and 'rules'. There were many forms without explaining the language function and not all of them were acceptable as 'native-like' language. 

The same frame was differently interpreted based on how they approach the learners in this study, as Wray's (2002) suggests. For example, the book H which explains a frame if I were you as a function of expression device was analyzed to function (+), while the book F and G describing it as regular rules of syntax (eg., if +S+V+O) was marked as form (+).
Organization of the chunks

     How the lexical chunks are organized was examined by three different categories; theme, situational context and function-based.

Themes are exclusively used in books E, I and partly organized in books A and H. Glaser (1988) advocates classifying multi-word items according to subject areas since the theme is related to the semantic relations and semantic priming ,occurring in the mental lexicon. When a word form is activated, not only is the word's own mental-lexical node activated, but the connected nodes of words, which are semantically related to it, are also activated (Neeley, 1990). Nattinger & DeCarrico (1992) develop this idea to the relation of effective learning. Emotion was mainly used in book E and other kind of themes such as weather, time, location, and public transportation were found in book A, E, H, I.

     Situational context usually contains a variety of situations and lexical items were presented based on its location in the books (Allen, 1983). Shared situational contexts in the books A and H are 'at the post office', 'in a restaurant', 'at the airport', 'in a store' and 'in a hotel'. 

     Schmitt (2000) claims that knowledge of lexical chunks is essential for pragmatic competence due to its functional usage. Gass & Selinker (2001) also insist that functions make lexical chunks common since they are typically related to language use. Language functions as social interactions describe social relations in conversation, for example (from book A), commanding (e.g., keep off the grass), politeness markers (e.g., I wonder if you you'd mind), apologizing and inviting someone. In addition, language contains discourse work such as fluency devices (e.g., you know), exemplifiers (e.g., in other words), evaluators (e.g., as far as I know) and summarizers (e.g., in a nutshell) (Nattinger & DeCarrico, 1992).  


The main problem, the subjects have, is that most of the books are poorly organized. Given the lack of organization, especially books B, C, D, F, G, J were deemed to hardly facilitate the learners’ developing the lexical knowledge. 
Linguistic context


The lexical items are embedded in three different level of linguistic context from simple list and sentence, up to paragraph level. Sinclair (1990) stresses the importance of context, insisting that defining and storing lexical items in a characteristic context would be one of the most productive ways of activating the lexicon and learning. In this regard, presenting the chunks in a list do not necessarily provide sufficient context. Lewis (2000) explains the reason why word lists are dangerous, claiming that even themed lists are not sufficient for the learners to understand the great variety of usage and natural sounding sentences. Schmitt (2000) also suggests that a better way to demonstrate how language actually works would be to teach lexical items in a broader context not in a list. In light of their claims, it should be positively interpreted that all of the book try to provide the chunks above the word list level. 

It is undeniably true that presenting the chunks in a sentence is a better way than in a list. Most dictionaries such as COLLINS COBUILD (1995) suggest that a large number of users use examples as a shortcut to refer to the meaning. However, it does not necessarily preclude that a sentence sufficiently provides contextual information for learners to develop lexical knowledge since the context provided by a sentence should successfully include all the required necessarities. It should be noted that reality usually asks the learners to adapt the chunks to at least a dialogue rather than a single sentence and thus context level beyond the simple sentence should be provided. In this respect, the considerable proportion of the books dealing with the chunks in a sentence do not yield any promising result. 


As Celce-Murcia & Rosensweig (1979) suggests, using dialogue is the most appropriate strategy for teaching the lexical items. Schmitt & McCarthy (1997) also claims that contextualized dialogues show discourse features and stylistic appropriateness. Read (2000) expands the appropriate context to a whole text bigger than a dialogue forms, claiming that whole passage effectively offers greater opportunities to present aspects of word knowledge in addition to meaning. For example on the other hand (adopted from book H) which signals logical relationships between sentences or paragraphs, it has to be presented in a larger context rather than a simple sentence, otherwise the learner might fail to understand the full meaning and its usage for future use (Newton, 2000).   

     Even though the dialogues are included in the paragraph level of this analysis, almost all of the dialogues presented in the books are far from fully contextualized passages. Book G and I try to present the situational or topical context, however, regrettably most of the books provide contextual information fully explained in Korean.
Connections between presented chunks
     In the process of developing lexical knowledge in the mental lexicon, a lexical item is expanded to others based on semantic relations. Semantic connections are the fundamental aspects of the lexical approach. Singleton (2000) claims that all lexical items are connected to others and this fosters the activation for the other related items in the mental lexicon. As such, showing lexical items within their semantic fields and illustrating the sense relations between items may deepen an awareness of how the lexical items operate in the second language learner's lexicon (Celce-Murcia, 1991).


Most of the books do not necessarily have promising result in this regard. Even though books A, B, and J seem to present the chunks based on socio-pragmatic usage and semantic fields, irrelevant links, such as in the teeth of and brush your teeth (from the book B) were frequently found. As discussed, semantic priming does not result from the similar orthographic morphemes but from semantic correlation, therefore, teeth as in brush your teeth does not fire in the teeth of. Consequently, there is no attempt to expand the chunks based on semantic relations so that the learners can organize the lexical chunks in the related semantic field and store them for quick search with little activation.

CONCLUSION  

     Understanding how language works according to the lexical approach and how this was adopted in learning have been analyzed in this study. A lexical item from a single word to a whole sentence, which fulfills its language function, was differentiated from the utterances composed by their syntactic rules on an instant basis of use. Benefits of using chunks are intensively discussed; it enhances more economical processing and allows greater fluency and accuracy in learners' production.


Semantic opaqueness and syntactic fixedness were used as the main criteria to categorize the chunks. It was also pointed out that the concepts should be understood as a continuum with a different degree rather than as a clear-cut division. On one end of the continuum, idioms exist since its grammatical fixedness does not allow any transformation and meaning is too opaque to be drawn from the sum of the constituents. Collocation, on the other end of the continuum, provides inferable meaning with the least amount of relative fixedness. It was also discussed that metaphorical extension of the meaning causes the chunks to be categorized as idiomatic expressions.    


Since errors from language function can be more seriously affected than the ones from syntactic form (Nation, 2001), language functions closely related with socio-pragmatic usage must be learned in order to fulfill the communication effectively. Furthermore, for the learning of the language functions, the importance of context above simple lists or sentences level was stressed in this study. The capacity of the context should be enough to carry the social and cultural situation so that the learners learn how the contextual knowledge significantly influences the meaning. 

      However, there are some suggestions to be pointed out about the ten books. Although the majority of the books present a number of lexical chunks, none of them successfully use the chunks as a tool for the users to develop their mental lexicon. Since most of the books seem to collect a great number of unrelated chunks, the way the books organize the chunks does not enable the book users to develop the lexical connection with other lexical items. Since the storage of lexical knowledge is based on the relationships between the lexical items in the semantic field, the disconnected demonstration of the chunks do not help for learners to build a network of the lexical items in their lexicon. Korean explanations provided in most books could have been substituted by authentic linguistic contexts to maximize the authentic learning. 

     As a result, the lexical approach was not desirably adopted in the books. Book C shows an interesting trial similar to Huebner's (1980) research in that it treats the chunk of language as unanalyzable units which are composed of reduced sounds under a single tonic stress. However, single type of chunks is randomly listed without any explanation of the language function in the book C and especially the phonetic symbols written in Korean lowers its linguistic value. 

     Finally, in order for the lexical items to be effectively presented to the learners, delicate strategies such as frequent exposure, consciousness-raising, and long-term memorization could have been adopted in the books.

APPENDIX A
Ten Books Used for Analysis 

Listed in this appendix are books which are analyzed based on the lexical approach. These ten books are obtained at Kyobo, Yongpoong, and Dongbo book stores in Korea. 

A- 신융빈, 2001. 따라만하면 콧대가 높아지는 미국생활 회화표현,
   홍익미디어플러스

B- 임상철, 2001. 단어 10개만 알아도 100문장 만든다. 서울문화사

C- 문 PD. 2002. 영어말문이 터지는 문 PD의 3.6.9 프로젝트. 길벗이지톡.

D- 이찬승. 1997. 한국인이 꼭 알아야할 회화구문 140. 능률 영어사.

E- 이보영 & Durst, I. 2002. Talk about emotions. 넥서스.

F- Wenzel, M. 2001. 패턴의 원리를 터득하면 영어가 보인다. 문예림.

G- 서홍. 2002. 안 쓰고는 못 배기는 영어회화공식 231. 홍진기획.

H- 백선엽. 2002. 영어회화 365단어로 코쟁이 기죽이기. 넥서스.

I- 오세웅. 2002. 영어감각을 깨우는  비유표현 묶어 읽기.

J- Guess 영어연구팀. 2002. 패턴공략 영어회화. 을지외국어.
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